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personal interest
some examples

Human Issues in the use of Pattern Recognition
Techniques

Alan Dix *

October 1991
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o sgnition. One is
an lllIlO\d.i,l\(, example based metnouw v. and the other is
the more established use of neural nets for routine decision making such as
credit vetting.

In the latter examnle the ‘user’ of the svsiem is seen as not Just the
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Computers and applications should
safeguard and protect the interests of
everyone. What digital security models can
ensure the safeguarding of all in our digital

society?

FAIRER FUTURES FOR
3USINESS * WORKFORCE

Digital platforms create value and
opportunities. What business models may
offer fairer opportunities and working

conditions for all in the platform economy?



touchstone phrases
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appropriate intelligence

fitting within interaction framework

e.g. soft failure more important than maximum accuracy

sufficient reason

explanations we would accept from a human being
critical for Al explainability



HCI for Al

New Edition of Al textbook

ensure human issues at the
heart of algorithmic treatment

case studies, ethics, HLC, IUI,
explainability, accountability

what’s missing ...?

New online materials coming
what would you want?

An introduction to

ARTIFICIAL

Janet Finlay & Alan Dix




Al for HCI
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